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Part 1
Theory

1 Optimization
We will be concerned with minimizing a non-linear least squares objective of the form
x*:argmxith(x)—zH% (1.1)

where x € .# is a point on an n-dimensional manifold (which could be R", an n-dimensional
Lie group G, or a general manifold .#), z € R™ is an observed measurement, i : .# — R™ is

a measurement function that predicts z from x, and ||e||)2: 2 Ty le is the squared Mahalanobis
distance with covariance X.
To minimize (1.1) we need a notion of how the non-linear measurement function 4(x) behaves
in the neighborhood of a linearization point a. Loosely speaking, we would like to define an m X n
Jacobian matrix H, such that
h(a® &) = h(a)+ H,E (1.2)

with & € R”", and the operation & “increments” a € .#. Below we more formally develop this
notion, first for functions from R" — R™, then for Lie groups, and finally for manifolds.
Once equipped with the approximation (1.2), we can minimize the objective function (1.1) with
respect to dx instead:
& = argmin||h(a) + Ha — 2| (1.3)

This can be done by setting the derivative of (1.3) to zero, yielding the normal equations,
Hq Ho& = Hg (z—h(a))

which can be solved using Cholesky factorization. Of course, we might have to iterate this multiple
times, and use a trust-region method to bound & when the approximation (1.2) is not good.



2 Multivariate Differentiation

2.1 Derivatives

For a vector space R", the notion of an increment is just done by vector addition

a®ELa+é

and for the approximation 1.2 we will use a Taylor expansion using multivariate differentiation.
However, loosely following [4], we use a perhaps unfamiliar way to define derivatives:

Definition 1. We define a function f : R” — R™ to be differentiable at a if there exists a matrix
f'(a) € R™*" such that

i @)+ F@& = fla+)

=0
6x—0 |§|

where |e]| 2 /eTe is the usual norm. If f is differentiable, then the matrix f(a) is called the
Jacobian matrix of f at a, and the linear map Df, : & — f'(a)& is called the derivative of f at a.

Lo . A . .
When no confusion is likely, we use the notation F, = f’(a) to stress that f’(a) is a matrix.

The benefit of using this definition is that it generalizes the notion of a scalar derivative f’(a) :
R — R to multivariate functions from R" — R™. In particular, the derivative Df, maps vector
increments £ on a to increments f’(a)& on f(a), such that this linear map locally approximates f:

fla+&) = fla)+f'(a)é

Example 1. The function 7 : (x,y,z) — (x/z,y/z) projects a 3D point (x,y,z) to the image plane,
and has the Jacobian matrix
1 { 1 0 —x/z }

/ P —
ﬂ(x,y,Z)—Z 0 1 —y/z

2.2 Properties of Derivatives

This notion of a multivariate derivative obeys the usual rules:

Theorem 1. (Chain rule) If f : R" — RP? is differentiable at a and g : R? — R™ is differentiable at
f(a), then the Jacobian matrix H, of h = go f at a is the m X n matrix product

He = Gyata
Proof. See [4] ]

Example 2. If we follow the projection 7 by a calibration step : (x,y) — (uo+ fx,uo+ fy), with

_|f 0
’}/(xay ) - |: 0 f
then the combined function Yo 7 has the Jacobian matrix

f[l 0 —x/z}

(}/on)'(x,y)zz 0 1 _y/Z



Theorem 2. (Inverse) If f : R" — R" is differentiable and has a differentiable inverse g A 1
then its Jacobian matrix G, at a is just the inverse of that of f, evaluated at g(a):

Proof. See [4] ]

Example 3. The function f : (x,y) — (x?,xy) has the Jacobian matrix

2x 0
Fley) = { v x ]
and, for x > 0, its inverse is the function g : (x,y) — (xl/ 2 x 1 2y) with the Jacobian matrix

G x1/2 0
(xy) = 5 _x73/2y 2—1/2

It is easily verified that
1[ a1/? 0 24a'% 0 10
/ 1o o 1/2 —1/23y _ _
glab)f(ar®a="b) = 2 { —a=32b 24712 } [ a'%p a!/? } N { 0 1 }
Problem 1. Verify the above for (a,b) = (4,6). Sketch the situation graphically to get insight.
2.3 Computing Multivariate Derivatives

Computing derivatives is made easy by defining the concept of a partial derivative:

Definition 2. For f : R" — R, the partial derivative of f at q,

. al,....al+h,....,a")—f(d',...,d"
D,f(a) 2 tim 'L ) =S d)

. . o . A
which is the ordinary derivative of the scalar function g(x) = f (a',...,x,...,a").

Using this definition, one can show that the Jacobian matrix F; of a differentiable multivariate
function f : R” — R™ consists simply of the m x n partial derivatives D f'(a), evaluated at a € R":

Dif'(a) -+ Duf'(a)
Fy= : :
Dif™(a) ... Dnf™(a)

Problem 2. Verify the derivatives in Examples 1 to 3.



3 Multivariate Functions on Lie Groups

3.1 Lie Groups

Lie groups are not as easy to treat as the vector space R” but nevertheless have a lot of structure.
To generalize the concept of the total derivative above we just need to replace a @ & in (1.3) with a
suitable operation in the Lie group G. In particular, the notion of an exponential map allows us to
define an incremental transformation as tracing out a geodesic curve on the group manifold along
a certain tangent vector &,

ad & 2 aexp (é)

with & € R" for an n-dimensional Lie group, é € g the Lie algebra element corresponding to the
vector &, and exp‘g’Athe exponential map. Note that if G is equal to R" then composing with the

exponential map ae® is just vector addition a + &.

Example 4. For the Lie group SO(3) of 3D rotations the vector & is denoted as @ and represents
an angular displacement. The Lie algebra element & is a skew symmetric matrix denoted as [@]x €
s0(3), and is given by

0 -0 o
o= o, 0 -
-0, o 0

Finally, the increment a ® & = ae® corresponds to an incremental rotation R ® @ = Rel®)x.

3.2 Derivatives

We can generalize Definition 1 to map exponential coordinates & to increments f'(a)& on f(a),
such that the linear map D f, locally approximates a function f from G to R™:

Flae®) ~ f(a)+ f(a)é

Definition 3. We define a function f : G — R™ to be differentiable at a € G if there exists a matrix
f'(a) € R™*" such that
@) + £ (@) — flaed)
lim =0
-0 4
If f is differentiable, then the matrix f’(a) is called the Jacobian matrix of f at a, and the linear
map Df, : & — f'(a)é is called the derivative of f at a.

Note that the vectors & can be viewed as lying in the tangent space to G at a, but defining this
rigorously would take us on a longer tour of differential geometry. Informally, & is simply the

direction, in a local coordinate frame, that is locally tangent at a to a geodesic curve y: t — ae'®
traced out by the exponential map, with y(0) = a.



3.3 Derivative of an Action

The (usual) action of an n-dimensional matrix group G is matrix-vector multiplication on R”, i.e
f:GxR"— R"* with
f(T,p)=Tp
Since this is a function defined on the product G x R" the derivative is a linear transformation
Df : R*" — R" with
Df(rp)(&,0p) = Dif(1p) (&) +Dafr,p) (6p)
Theorem 3. The Jacobian matrix of the group actionf(T,P) = Tp at (T, p) is given by
Frp=[TH(p) T |=T[H(p) I ]
with H : R" — R"" a linear mapping that depends on p, and I, the n X n identity matrix.

Proof. First, the derivative D, f with respect to in p is easy, as its matrix is simply T:

f(T,p+38p)=T(p+06p)=Tp+Tép= f(T,p)+D>f(5p)

For the derivative D1 f with respect to a change in the first argument 7', we want

F(Te®, p) = Te*p ~ Tp+Dy f(E)

. . . . . . 2 3
Since the matrix exponential is given by the series e =1+A + é—! + % + ... we have, to first order

Teé*p~T(I+E)p=Tp+TEp
Hence, we need to show that A
Ep=H(p)& 3.1
with H(p) an n x n matrix that depends on p. Expressing the map § — £ in terms of the Lie
algebra generators G', using tensors and Einstein summation, we have 5’ el kék allowing us to

calculate € p as

(519) =Eip! =Gl Ekpl = (Gﬂ-kpj> " = Hi(p)&*

O
Example 5. For 3D rotations R € SO(3), we have @ = [0]« and
00 O 0 01 0 -1 0
Gk:1 . 00 -1 Gk:2 . 0 00 Gk:3 . 1 0 O
01 0 -1 00 0 0 O

The matrices (G‘) are obtained by assembling the j columns of the generators above, yielding
H(p) equal to:

0 0 0 0 0 0 10 0o p —p?
0 0 1 |p'+lo00O o 100 |pP=| =p* 0 p' |=[-pl«
0 -1 0 10 0 0 00 P —p' 0

Hence, the Jacobian matrix of f(R, p) = Rp is given by

Frp=R([-plx B)



3.4 Derivative of an Inverse Action

Applying the action by the inverse of 7' € G yields a function g : G x R" — R” defined by
g(T.p)=T""p
Theorem 4. The Jacobian matrix of the inverse group action g(T,p) = T~ 'p is given by
Garpy=[ —H(T"'p) T7']
where H : R" — R"*" s the same mapping as before.
Proof. Again, the derivative D,g with respect to in p is easy, the matrix of which is simply 7~ !:
g(T,p+8p) =T (p+8p) =T 'p+T'6p=g(T,p) +D2g(5p)

Conversely, a change in T yields

a(Te*, p) = (Te£>_1p —e ST p

Similar to before, if we expand the matrix exponential we get

SO

O

Example 6. For 3D rotations R € SO(3) we have R~! = RT, H(p) = —[p] «, and hence the Jacobian
matrix of g(R, p) = R p is given by

Girp) = ( [R"p]x R")

4 Instantaneous Velocity

For matrix Lie groups, if we have a matrix 7;(¢) that depends on a parameter ¢, i.e., 7;)'(¢) follows
a curve on the manifold, then it would be of interest to find the velocity of a point ¢"(t) = T}(t) p°
acted upon by 7,(t). We can express the velocity of g(¢) in both the n-frame and b-frame:

. ; ; ~1 . -1 . 14
qn — Tbnpb — Tbn (Tbn) pn and C]b — (Tbn) qn — (Tbn) Tbnpb
Both the matrices é:b 2 T (Tb") ~and érf’b 2 (Tb") ! T} are skew-symmetric Lie algebra elements

that describe the instantaneous velocity [3, page 51 for rotations, page 419 for SE(3)]. We will
revisit this for both rotations and rigid 3D transformations.



5 Differentials: Smooth Mapping between Lie Groups

5.1 Motivation and Definition

The above shows how to compute the derivative of a function f : G — R™. However, what if the
argument to f is itself the result of a mapping between Lie groups? In other words, f = go @, with
g:G — R™ and where ¢ : H — G is a smooth mapping from the n-dimensional Lie group H to the
p-dimensional Lie group G. In this case, one would expect that we can arrive at D f,; by composing
linear maps, as follows:

f'(a)=(g09)'(a) = Gy ¢'(a)
where ¢’(a) is an n X p matrix that is the best linear approximation to the map ¢ : H — G. The

corresponding linear map D@, is called the differential or pushforward of the mapping ¢ at a.
Because a rigorous definition will lead us too far astray, here we only informally define the

pushforward of ¢ at a as the linear map D@, : R" — R” such that D@, (&) 2 ¢'(a)é and

(p(aeé> ~ ¢ (a)exp ((@) (5.1)

with equality for & — 0. We call ¢'(a) the Jacobian matrix of the map ¢ at a. Below we show
that even with this informal definition we can deduce the pushforward in a number of useful cases.

5.2 Left Multiplication with a Constant

Theorem 5. Suppose G is an n-dimensional Lie group, and ¢ : G — G is defined as ¢(g) = hg,
with h € G a constant. Then D@, is the identity mapping and

¢'(a) =1,
Proof. Defining y = D@,x as in (5.1), we have

pla)e’ = plac)
hae¢® = hae*

y = x

5.3 Pushforward of the Inverse Mapping

A well known property of Lie groups is the the fact that applying an incremental change é in a
different frame g can be applied in a single step by applying the change Ad,¢ in the original frame,

geé(g*1 =exp (Adgé) (5.2)

where Ad, : g — g is the adjoint representation. This comes in handy in the following:



Theorem 6. Suppose that ¢ : G — G is defined as the mapping from an element g to its inverse
g ie, ©(g) =g !, then the pushforward D@, satisfies

(D@ux)"= —Ad,% (5.3)

In other words, and this is intuitive in hindsight, approximating the inverse is accomplished by
negation of &, along with an adjoint to make sure it is applied in the right frame. Note, however,
that (5.3) does not immediately yield a useful expression for the Jacobian matrix ¢’(a), but in
many important cases this will turn out to be easy.

Proof. Defining y = D@,x as in (5.1), we have

=

p(a)e’ = g(ae’)

15 o —1

aled = (aex)
& = —ae‘a”
§ = —Adt

Example 7. For 3D rotations R € SO(3) we have
Ady(®) = ROR" = [Rw]«

and hence the pushforward for the inverse mapping @(R) = R has the matrix ¢'(R) = —R.

5.4 Right Multiplication with a Constant
Theorem 7. Suppose ¢ : G — G is defined as ¢(g) = gh, with h € G a constant. Then D@, satisfies
(D@ux) = Ady, 15
Proof. Defining y = D@,x as in (5.1), we have
¢(a)e’ = ¢(ac’)

ahe = ae'h
¢ =h'e'h = exp(Ad, 1%)
)/7\ — Adh—]xA

]

Example 8. In the case of 3D rotations, right multiplication with a constant rotation R is done
through the mapping ¢(A) = AR, and satisfies

[D@ax]x = Adpgr [x]x
For 3D rotations R € SO(3) we have
Adgr (®) = RT®R = [RT 0]«

and hence the Jacobian matrix of ¢ at A is ¢'(A) = R”.



5.5 Pushforward of Compose

Theorem 8. If we define the mapping ¢ : G X G — G as the product of two group elements g, h € G,
i.e., ¢(g,h) = gh, then the pushforward will satisfy
Dy ) (x,¥) = D19 p)X + D29 (q 1)y
with
(D19p)x) = Ady1% and Da@ap)y =y

Proof. Looking at the first argument, the proof is very similar to right multiplication with a constant
b. Indeed, defining y = D@,x as in (5.1), we have

@(a,b)e’ = @(ac*,b)
abe’ = ae'b
¢ =b7'e'b = exp (Ad, 1 %)
y=Ad, 1% (5.4)
In other words, to apply an incremental change X to a we first need to undo b, then apply X, and

then apply b again. Using (5.2) this can be done in one step by simply applying Ad,,-1 %.
The second argument is quite a bit easier and simply yields the identity mapping:

(P<aab)eﬁ = (p(a,bef)
abe’ = abe*
y=x (5.5
L]

Example 9. For 3D rotations A, B € SO(3) we have ¢(A,B) = AB, and Adgr (0]« = [B! ®]«, hence
the Jacobian matrix ¢’(A, B) of composing two rotations is given by

¢'(A,B)=[B" L |

5.6 Pushforward of Between

Finally, let us find the pushforward of between, defined as ¢(g,) = g~'h. For the first argument
we reason as:

¢(g,h)e’ = @(ge',h

)
§ = —Ad(j 1% = ~Adg(, 8 (5.6)

The second argument yields the identity mapping.

Example 10. For 3D rotations A, B € SO(3) we have ¢(A,B) = AT B, and Adgr4 [~ 0]« = [-BTAw)«,
hence the Jacobian matrix ¢’(A, B) of between is given by

¢'(4,8)=[ (-B"A) & ]



5.7 Numerical PushForward

Let’s examine

and multiply with f(g)~! on both sides:

e’ =f(g)"" f(ge)

We then take the log (which in our case returns y, not ¥):

y(x) = log [f (&) 'f (ge’?)]

Let us look at x = 0, and perturb in direction i, ¢; = [0,0, 1,0, 0]. Then take derivative,

ay(d) A .. y(d)—y(0) . 1 - e
od  amT— _ili%ﬁlog[f(g) f(‘ge ﬂ

which is the basis for a numerical derivative scheme.

5.8 Derivative of the Exponential and Logarithm Map

Theorem 9. The derivative of the function f : R" — G that applies the wedge operator followed
by the exponential map, i.e., f(&) =exp&, is the identity map for & = 0.

Proof. For & =0, we have

f(e)e = f(E+x)
f0)e = f(0+x)

e = €

O

Corollary 1. The derivative of the inverse f~' is the identity as well, i.e., for T = e, the identity
element in G.

For £ # 0, things are not simple, see . http://deltaepsilons.wordpress.com/2009/11/
06/helgasons-formula-for-the-differential-of-the-exponential/.

10



6 General Manifolds

6.1 Retractions

General manifolds that are not Lie groups do not have an exponential map, but can still be handled
by defining a retraction % : .# x R" — ., such that

a®& L 7, (€)

A retraction [1] is required to be tangent to geodesics on the manifold .# at a. We can define
many retractions for a manifold ., even for those with more structure. For the vector space R” the
retraction is just vector addition, and for Lie groups the obvious retraction is simply the exponential
map, i.e., Z,(&) = a-exp&. However, one can choose other, possibly computationally attractive
retractions, as long as around a they agree with the geodesic induced by the exponential map, i.e.,

. a'expé_%a(g) —0
ECD H -

Example 11. For SE(3), instead of using the true exponential map it is computationally more
efficient to define the retraction, which uses a first order approximation of the translation update

a((v])-le ]l -l

6.2 Derivatives

Equipped with a retraction, then, we can generalize the notion of a derivative for functions f from
general a manifold .# to R™:

Definition 4. We define a function f : .#Z — R™ to be differentiable at a € ./ if there exists a

matrix f’(a) such that

(@) + (@8 — £ (%a(6))

£—0 4
with £ € R” for an n-dimensional manifold, and %, : R" — .# a retraction &# at a. If f is
differentiable, then f’(a) is called the Jacobian matrix of f at a, and the linear transformation
Dfy: & — f'(a)é is called the derivative of f at a.

For manifolds that are also Lie groups, the derivative of any function f : G — R"™ will agree no

matter what retraction Z is used.

=0

11



Part 11
Practice

Below we apply the results derived in the theory part to the geometric objects we use in GTSAM.
Above we preferred the modern notation D f for the partial derivative. Below (because this was
written earlier) we use the more classical notation

df(x,y)

ox

In addition, for Lie groups we will abuse the notation and take

a9(g)
ad& |,

to be the Jacobian matrix ¢’(a) of the mapping @ at a € G, associated with the pushforward Dg,,.

7 SLAM Example

Let us examine a visual SLAM example. We have 2D measurements z;;, where each measurement
is predicted by

zj=h(T,p;) = (T 'p))
where T; is the 3D pose of the i’ camera, p j 1s the location of the j point, and 7 : (x,y,z) —
(x/z,y/z) is the camera projection function from Example 1.

8 BetweenKFactor

BetweenFactor is often used to summarize
Theorem 9 about the derivative of the exponential map f : & — exp& being identity only at
& = 0 has implications for GTSAM. Given two elements 7} and 7>, BetweenFactor evaluates

g(T\, T, Z) = £~ (between(Z, between(Ty,T;)) = f ! (Z’1 (TI’ITQ))

but because it is assumed that Z ~ TI’ITZ, and hence we have Z*ITI’ITZ ~ ¢ and the derivative
should be good there. Note that the derivative of between is identity in its second argument.

9 Point3

A cross product a X b can be written as a matrix multiplication

axb=la|xb

12



where [a] « is a skew-symmetric matrix defined as

0 —z vy
yzlx=1] z 0 —x
-y x 0

We also have
a' bl = —([blxa)" = —(axb)"

The derivative of a cross product

daxb)
da =[-8l
daxb)

5~

13

9.1)

9.2)



10 2D Rotations

10.1 Rot2 in GTSAM

A rotation is stored as (cos0,sin0). An incremental rotation is applied using the trigonometric
sum rule:
cos @' = cos O cos § —sin O sin &

sin@’ = sin O cos 8 4+ cos O sin &

where § is an incremental rotation angle.

10.2 Derivatives of Actions

In the case of SO(2) the vector space is R?, and the group action f(R, p) corresponds to rotating
the 2D point p

f(R,p)=Rp
According to Theorem 3, the Jacobian matrix of f is given by

f'(R,p)=[ RH(p) R ]

with H : R? — R?*? a linear mapping that depends on p. In the case of SO(2), we can find H(p)
by equating (as in Equation 3.1):

Note that

=] _J0 =1 x|
H(p)—|: X :|__1 0 :||:y:|_R7r/2p
and since 2D rotations commute, we also have, with g = Rp:

f'(R,p)=[R(Rzop) R]=[Rzpng R

10.3 Pushforwards of Mappings

Since Adgr[®]+ = [®]+, we have the derivative of inverse,

ORT
% - —AdR - —1
compose,
d (R|Ry) d (R|Ry)
a—a)l_AdR;_landW_l
and between: r .
IRIR) g — —1ana 2EIR)
0w, Ry Ry 0w,

14



11 2D Rigid Transformations

11.1 The derivatives of Actions

The action of SE(2) on 2D points is done by embedding the points in R by using homogeneous

coordinates
. _|lgq| | Rt )2

To find the derivative, we write the quantity é p as the product of the 3 x 3 matrix H(p) with &:

kIO R A H
Hence, by Theorem 3 we have

a(Tﬁ)_ | Rt 143 Rn/ZP _ R RRn/zp _ R Rn/zq
oE _TH(”)_[O 1“0 0 ]_{o 0 |~ ]o o (11.2)

Note that, looking only at the top rows of (11.1) and (11.2), we can recognize the quantity (@], p+
V=v+0 (Rﬂ /2 p) as the velocity of p in R?, and [ R Rp)q } is the derivative of the action on

R2.
The derivative of the inverse action g(T, p) = T ! j is given by Theorem 4 specialized to SE(2):

d(T'p) _ —I, —Ry ), (T7!
T:_I_I(T lp):|: 02 /2(§ p) :|

11.2 Pushforwards of Mappings

We can just define all derivatives in terms of the adjoint map, which in the case of SE(2), in twist
coordinates, is the linear mapping

it ][

and we have

aT
Y = —Adr
(i) o(TiT)
aél — AdT;l and 852 — 13
0 (Tl_sz) p) (Tl_sz)
&—él = —AdeflTl = —Adbetween(TLTl) and 3—5_32 — 13

15



12 3D Rotations

12.1 Derivatives of Actions

In the case of SO(3) the vector space is R3, and the group action f(R, p) corresponds to rotating a
point
q=f(R,p)=Rp

To calculate H(p) for use in Theorem (3) we make use of

A

so H(p) = [—p]«. Hence, the final derivative of an action in its first argument is

d (Rp)
W

Likewise, according to Theorem 4, the derivative of the inverse action is given by

0 (RTp)
X0

= RH(p) = —R[p]x

=—H(R"p) = [R" p«

12.2 Instantaneous Velocity

For 3D rotations R), from a body frame b to a navigation frame n we have the spatial angular
velocity @/, measured in the navigation frame,

A .
[on,]« = Ry (Rp)" = RyR,

and the body angular velocity wrl:b measured in the body frame:

A . .
[p]x = (R))" R} = RyR)

n

These quantities can be used to derive the velocity of a point p, and we choose between spatial or
body angular velocity depending on the frame in which we choose to represent p:
V= [ap,]xp" = @y, < p"

v =lwp)p” = op, x p’

We can transform these skew-symmetric matrices from navigation to body frame by conjugating,

b b
[@]x = Ry [ ] <Ry,

but because the adjoint representation satisfies

Adg|0]x 2 R[0]«RT = [Rw]y

we can even more easily transform between spatial and body angular velocities as 3-vectors:

b _ pb,n
wnb_Rnwnb

16



12.3 Pushforwards of Mappings

For SO(3) we have Adr|w]« = [R®]« and, in terms of angular velocities: Adg® = Rw. Hence, the
Jacobian matrix of the inverse mapping is (see Equation 5.3)

ORT
—— =—Adr=—R
X0) R
for compose we have (Equations 5.4 and 5.5):
d (R|Ry) T d (R|Ry)
Y R d =1
10} 2 an X0 3
and between (Equation 5.6):
d(RTR d(RiR
(8—10)12) = —RYR| = —between(R;,R;) and % =5

12.4 Retractions

Absil [1, page 58] discusses two possible retractions for SO(3) based on the QR decomposition
or the polar decomposition of the matrix R[®]«, but they are expensive. Another retraction is
based on the Cayley transform % : s0(3) — SO(3), a mapping from the skew-symmetric matrices

to rotation matrices:
Q0=¢(Q)=1I-QU+Q)"!

Interestingly, the inverse Cayley transform %'~ : SO(3) — so0(3) has the same form:

Q=%¢"10)=U-0U+0)"

The retraction needs a factor —% however, to make it locally align with a geodesic:
, 1
R =%r(0) = R%(—E[m]x)

Note that given @ = (x,y,z) this has the closed-form expression below

1 4—|—x2—y2—z2 21;))—‘2‘2 ) 2xz+4y
Aty ;g ir j; ’ _;YZ—:-}:‘-X_ ) 4 —iﬁz—_ygi -
_ 1 Al x* —2y2 —7 , Zx); , gxz
APy 422 (I + [o]x) + 22?; —X —;)))/Z—Z _x2_};Z2+Z2

so it can be seen to be a second-order correction on (I + [@]« ). The corresponding approximation

to the logarithmic map is:
(0] =% (R') = —2¢"" (R"R)

17



13 3D Rigid Transformations

13.1 The derivatives of Actions

The action of SE(3) on 3D points is done by embedding the points in R* by using homogeneous

coordinates
~ 1l q | | R 1t )2
q—[l]—f(T,p)—[O 1}{1}—TP

The quantity é p corresponds to a velocity in R* (in the local T frame), and equating it to H(p)E&
as in Equation 3.1 yields the 4 x 6 matrix H(p)!:

cs_|ox v]|[p|_[oxptv|_[[-px L||o]_
51’_{ o ofl1|7] o || o of|v]|TH®PS
Note how velocities are analogous to points at infinity in projective geometry: they correspond

to free vectors indicating a direction and magnitude of change. According to Theorem 3, the
derivative of the group action is then

9;2ﬁ):TH(p>:{Ig iH[—g]x IS]Z{R[—OP]X Ig]
(3
b 0 1

in homogenous coordinates. In R? this becomes R [ —[p] 13 |.
The derivative of the inverse action T~ ! p is given by Theorem 4:

d(T'p)
&

=-H(T7'p)=[IT""plx —5]

(T'p) [RT —R":
oap | O 1

Example 12. Let us examine a visual SLAM example. We have 2D measurements z;;, where each

measurement is predicted by

zij=h(Ti,pj) = ”(Ti_lpj) =7(q)

where T; is the 3D pose of the i’ camera, p; is the location of the j point, ¢ = (¥',y,Z) =T 1p
is the point in camera coordinates, and 7 : (x,y,z) — (x/z,y/z) is the camera projection function
from Example 1. By the chain rule, we then have

-1 1))
MEn 2w p L8 Y 2 e —n ] =[#@l -7@)]

PE dg 9 7

Jh(T,p)

R T
~p " (9)R

'H(p) can also be obtained by taking the j column of each of the 6 generators to multiply with components of j
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13.2 Instantaneous Velocity

For rigid 3D transformations 7' from a body frame b to a navigation frame n we have the instan-
taneous spatial twist ", measured in the navigation frame,

A A -1
& =Ty ()
and the instantaneous body twist cﬁ}fb measured in the body frame:
A A .
& = (T T
13.3 Pushforwards of Mappings

As we can express the Adjoint representation in terms of twist coordinates, we have

(][ w0

Hence, as with SO(3), we are now in a position to simply posit the derivative of inverse,

oT ! R 0
- _Adr = —
7 ! [ <R R ]
compose in its first argument,
d(T\T»)
I, = AdT271
in its second argument,
() I
=l
9%
between in its first argument,
-1
(9 (Tl T2> Ad —RgRl 0
351 - T271T1 N |: Rg [2‘2 —tl]le —RgRl

and in its second argument,

P (T[‘ T2>

= I
I& °

13.4 Retractions

For SE(3), instead of using the true exponential map it is computationally more efficient to design
other retractions. A first-order approximation to the exponential map does not quite cut it, as it
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yields a 4 x 4 matrix which is not in SE(3):
Texpé ~ T(I+&)
— (@] v
= T <I4+ [ 0 0
N 0 1 0 1

_ [R(Iﬁ;)[a)]x) t+1Rv]

However, we can make it into a retraction by using any retraction defined for SO(3), including, as
below, using the exponential map Rel®)<:

a((v])-[8 e vl ]

Similarly, for a second order approximation we have

Texpé ~ TUI+E+2)

(B+[0]x+3[0]%) 1+Rv+(0xv)/2]
0 1
inspiring the retraction

%T({?DZ{R tHe[gk v+(w1><v)/2]:{Re([)‘*’1x H—R[v—l—(lwxv)/Z]]
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14 2D Line Segments (Ocaml)

The error between an infinite line (a,b,c¢) and a 2D line segment ((x1,y1),(x2,y2)) is defined in
Line3.ml.

15 Line3vd (Ocaml)

One representation of a line is through 2 vectors (v,d), where v is the direction and the vector d
points from the orgin to the closest point on the line.
In this representation, transforming a 3D line from a world coordinate frame to a camera at
(RS,,t") is done by
ve=Ryv"

d° = RS, (" + (") — 1)

16 Line3 (Ocaml)

For 3D lines, we use a parameterization due to C.J. Taylor, using a rotation matrix R and 2 scalars
a and b. The line direction v is simply the Z-axis of the rotated frame, i.e., v = R3, while the vector
d is given by d = aR| + bR;.

Now, we will not use the incremental rotation scheme we used for rotations: because the matrix
R translates from the line coordinate frame to the world frame, we need to apply the incremental

rotation on the right-side:
R =R(I+9Q)

Projecting a line to 2D can be done easily, as both v and d are also the 2D homogenous coordinates
of two points on the projected line, and hence we have

Il = vxd
= Ry x (aR; +bRy)
= a(R3xRy)+b(R3xRy)
= aRp,— bR,

This can be written as a rotation of a point,

=R a
0

but because the incremental rotation is now done on the right, we need to figure out the derivatives
again:
IdR(I+Q)x) J(RQx) d(Qx)
= =R = R[— 16.1
dw dw dw =) (16.1)
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and hence the derivative of the projection / with respect to the rotation matrix Rof the 3D line is

a(0) b
——-=R[| —a |]x=[aRs bRy —(aRi+bR;) ] (16.2)
o 0
or the a, b scalars:

o) _p

da 2

1) _

2

Transforming a 3D line (R, (a,b)) from a world coordinate frame to a camera frame (RS,,#") is
done by

R =RSR
d=a—RIt"
b =b—RIt"

Again, we need to redo the derivatives, as R is incremented from the right. The first argument is
incremented from the left, but the result is incremented on the right:

R(I+Q)=AB)(I+Q) = (I+[Sw]x)AB

1+Q = (AB)'(I+[Sw]x)(AB)
Q' = RT[Sw|.R
Q = [R50«
o = R'Sow

For the second argument R we now simply have:

AB(I+Q') = AB(I+Q)
Q = Q

o = o

The scalar derivatives can be found by realizing that

a a
v |=| b |-R"t"
0

where we don’t care about the third row. Hence

0 RIr™ —RItv

O((RU+) ™) I(QR"™) v _ | _erpe Tow
5 = 5 =—[R't"]x = R3t 0 Rt
[ ® 0
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17 Aligning 3D Scans

Below is the explanation underlying Pose3.align, i.e. aligning two point clouds using SVD. In-
spired but modified from CVOnline...
Our model is
P =R(p"—1)

i.e., R is from camera to world, and ¢ is the camera location in world coordinates. The objective
function is

1 1 1 2
S L (P =R —1))* =2 Y (0" —Rp" +RN)* = 5} (p° —Rp" — 1) (17.1)
where t' = —Rt is the location of the origin in the camera frame. Taking the derivative with respect

to ¢’ and setting to zero we have
Z(pC_RpW_t/) =0

or
1
t=- “—Rp")=p"—Rp" 17.2
- (P°—Rp") = p" —Rp (17.2)
here p¢ and p" are the point cloud centroids. Substituting back into (17.1), we get
1 21 _ o2 Ly s A2
SL (P =R =) =33 ((P° = P)=R(P" = ")) = S L (P°—RP")

Now, to minimize the above it suffices to maximize (see CVOnline)
trace (RTC )

where C =Y p¢( ﬁW)T is the correlation matrix. Intuitively, the cloud of points is rotated to align
with the principal axes. This can be achieved by SVD decomposition on C

c=Usv’

and setting
R=UV"

Clearly, from (17.2) we then also recover the optimal 7 as

l:ﬁW—RTp_c

Appendix

Differentiation Rules

Spivak [4] also notes some multivariate derivative rules defined component-wise, but they are not
that useful in practice:

23



e Since f: R" — R™ is defined in terms of m component functions f’, then f is differentiable
at a iff each f is, and the Jacobian matrix F, is the m x n matrix whose i"" row is (') (a):

(') (@)
FEEfla)=]
(™)' (a)
e Scalar differentiation rules: if f, g : R” — R are differentiable at a, then
(f+8)'(a) =F.+ Gy
(f-8)'(a) = g(a)Fu+ f(a)Ga
(f/8)(a) = lg(a)Fa— f(a)Gd]

1
g(a)?
Tangent Spaces and the Tangent Bundle

The following is adapted from Appendix A in [3].
The tangent space 7,,M of a manifold M at a point p € M is the vector space of tangent vectors
at p. The tangent bundle 7 M is the set of all tangent vectors

™2 | T,M
pPEM
A vector field X : M — TM assigns a single tangent vector x € 7,M to each point p.
If F: M — N is a smooth map from a manifold M to a manifold N, then we can define the

tangent map of F at p as the linear map F., : T,M — Tp(,)N that maps tangent vectors in 7),M at
p to tangent vectors in Ty ()N at the image F(p).

Homomorphisms

The following might be relevant [2, page 45]: suppose that @ : G — H is a mapping (Lie group
homomorphism). Then there exists a unique linear map ¢ : g — b

A, d .
) = lim —® (™
0(%) tl—r%dt (e)
such that

1. @ (f) =W
2. ¢ (TRT 1) =D(T)p(£)D(T 1)
3.9 ([%5]) =[9(£),0(9)]
—1

In other words, the map ¢ is the derivative of ® at the identity. As an example, suppose P(g) =g~ ',
then the corresponding derivative at the identity is

o — d . R
¢(£) 2 lim — (etx> 1 _ }ij}%Eeftx _ _)etlii%efrx — _%

In general it suffices to compute ¢ for a basis of g.

24



References

[1] P.-A. Absil, R. Mahony, and R. Sepulchre. Optimization Algorithms on Matrix Manifolds.
Princeton University Press, Princeton, NJ, USA, 2007.

[2] B.C. Hall. Lie Groups, Lie Algebras, and Representations: An Elementary Introduction.
Springer, 2000.

[3] R.M. Murray, Z. Li, and S. Sastry. A Mathematical Introduction to Robotic Manipulation.
CRC Press, 1994.

[4] M. Spivak. Calculus on manifolds. Benjamin New York;, 1965.

25



